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Abstract— Everyone involved in IT projects will either have come across AI already, or will do so soon. Although a modern technology, we 

will still see patterns and models to which known testing skills and techniques can be applied. As such, we believe that in this new era the 

same solid base of testing knowledge still applies. But for testing AI and while using AI for testing, additional skills will be needed. It is an 

illusion to think that testers alone will be able to perform all testing tasks. Rather, testing must be a team effort and this paper provides an 

overview of the relevant skills in this new era. Among the topics covered are:    

 Terminology   

 The six angles of quality for AI 

 Traditional testing skills that remain relevant   

 New quality engineering skills that are needed for the testing ‘of’ AI and/or testing ‘with’ AI   

 Related fields of expertise that become relevant, such as sociology and psychology   

 The importance of controlling input of learning machines because the output cannot easily be predicted. 

Index Terms— Artificial Intelligence, Machine Learning, Machine Intelligence, Cognitive IT, Software Testing, Predictive Analytics, 

Automation Testing, Software Quality, Quality Engineering 

——————————      —————————— 

1 INTRODUCTION                                                                     

ordern  information technologies and the advent of ma-
chines powered by Artificial Intelligence (AI) have al-
ready strongly influenced the world. Computers, algo-

rithms and software simplify everyday tasks, and it is impos-
sible to imagine how, in the near future, most of our life could 
be managed without them.   
Software testing is an investigation process that validates and 
verifies the alignment of a software system’s attributes and 
functionality with its intended goals. It is a labor intensive and 
costly process. Thus, unsurprisingly, automated testing ap-
proaches are desired to reduce cost and time. And we are con-
vinced software testing can be further optimized with the help 
of machines powered by AI.   
Developers are under relentless pressure to deliver innovation 
and software quickly to the market, whilst maintaining quali-
ty. Testing is a critical component of the Software Develop-
ment Lifecycle and is expanding beyond its traditional defini-
tion. DevOps and Agile strategies are increasingly being 
adopted to deliver with speed and quality.   
This need for increased speed and innovation is seeing the 
relationship between testing and development changing from 
a service to a partnership. The lines between testing and de-
velopment have blurred. Developers are doing more testing, 
while testers are being involved much earlier in the lifecycle 
then before and participate in development activities. But 
what if some of the testing activities carried out by humans 
could be done by machines powered by Artificial Intelligence? 
Would that reduce the long-term testing costs? Would it in-
crease the speed of testing? Would that be a clever strategy to 
adopt?  In my opinion, yes! Testing activities can be optimized 

by using AI for testing. But Artificial Intelligence itself must be 
tested too, to ensure that users can rely on the decisions taken 
by AI.   
AI will have a fundamental impact on the global labor market 
in the coming years. A machine powered by Artificial Intelli-
gence can work reliably, 24/7 – and it cannot be distracted by 
fatigue or other external circumstances. Another positive fac-
tor is that the level of accuracy is much higher than that of 
humans. In the decision-making process such systems can be 
guided by objective standards, so decisions can be made une-
motionally, based on facts rather than feelings and opinions. 
To rely on the decisions, or to believe that decisions made by 
machines powered by Artificial Intelligence are correct, we 
need to test these systems. Such systems are already in use. 
Google, for example uses them to improve their products. The 
company is rethinking and has applied AI across all products 
to solve problems. For example, its Streetview automatically 
recognizes restaurants with the help of machine learning. 
Google is continuously testing and improving its machine 
learning using AI itself.   
Everyone involved in IT-projects will either have come across 
AI already, or will do so soon. Testing AI and while using AI 
for testing demands additional skills. It is an illusion to think 
that testers will be able to do all testing tasks. Rather, testing 
must be a team-effort and this paper provides an overview of 
the relevant skills. Although testing is a profession, I don’t 
believe there will be many “AI Testers” or “AI Quality engi-
neers” working in projects. Most of the work will be carried 
out by common team members, such as Business Analysts, 
Data Scientists, Programmers, Operations and Maintenance 
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people and End users. 

2 TERMINOLOGY 

Here terms used like “Artificial Intelligence”, “Machine Learn-
ing”, “Machine Intelligence”, “Cognitive IT” and “Robotics”. 
These new aspects of information technology are relevant in 
today’s world of digital assurance and testing. The following 
describes in general terms how we define those terms. 

 
2.1 Artificial Intelligence 

 
There are multiple descriptions of AI, for example:   

1. Artificial intelligence (AI) is a sub‐field of computer 
science aimed at the development of computers capa-
ble of performing tasks that are normally done by 
people, in particular tasks associated with people act-
ing intelligently.   

2. A system, built through coding, business rules, and 
increasingly self-learning capabilities, that is able to 
supplement human cognition and activities and inter-
acts with humans naturally, but also understands the 
environment, solves human problems, and performs 
human tasks.   

3. AI is not required to learn; it could be using pre-
programmed rules to handle all possible outcomes. 
However, for systems with more than basic complexi-
ty, this has proved to be a task too large and too com-
plex to handle (it has been tried and failed multiple 
times since the 1960s). 

2.2 Machine Learning 

 
Machine Learning is one of the ways to achieve Artificial Intel-
ligence. It contains different algorithms – each with its own 
strengths and weaknesses. The last major breakthroughs in the 
field of AI are based on machine learning or more specifically 
on “deep learning”, which uses an artificial neural network. 
Other popular algorithms are Bayesian networks, Decision 
Tree, K-Means Clustering and Support vector machines.   
Each has its own strengths and weaknesses. These algorithms 
are often grouped into three categories:  
• Supervised learning  
• Unsupervised learning  
• Reinforced learning   

2.3 Machine Intelligence 

Machine Intelligence (MI) is a unifying term for what others 
call Machine Learning (ML) and Artificial Intelligence (AI). 
We found that when we called it AI, too many people were 
distracted by whether certain companies were ‘true AI,’ and 
when we called it ML, many thought we weren’t doing justice 
to the more ‘AI-esque’-like aspects, such as the various flavors 
of Deep Learning. So, Machine Intelligence is a term that com-
bines “Artificial Intelligence”, “Machine Learning” and other 
related terms. 

2.4 Cognitive IT 

3 The word cognitive means “knowing and perceiving”. 

Cognitive information technology is not just rule based, 
but is able to react based on perception and knowledge.  
Let’s use the term “Cognitive QA” for the use of cognitive 
IT to assist quality assurance & testing.   

 

2.5 Robotics 

What is a robot? It’s a machine that gathers information about 
its environment by input from sensors and, based on this in-
put, changes its behavior. Combined with Machine Learning 
and Machine Intelligence the robot’s reactions over time be-
come more adequate. The use of Internet of Things (IoT), Big 
Data Analytics and cloud technology make a robot versatile. 
Robots come in many different shapes and forms. It’s not just 
the metallic man.  Robots may equally be a smart algorithm on 
social media (for example a chatbot or a digital agent), an au-
tonomous vacuum cleaner, or a self-driving car. 

3 DISTINGUISHING “TESTING OF AI” AND “TESTING 

WITH AI” 

Artificial Intelligence can (and should) be tested. In this in-
stance we talk about the testing ‘of’ AI. But Artificial Intelli-
gence can also be used to make testing more effective and/or 
efficient. In that instance we talk of testing ‘with’ AI.   
 

3.1 Testing of Artificial Intelligence 

 
The quality of Cognitive IT systems that use Artificial Intelli-
gence needs to be assessed. The challenge in this case is in the 
fact that a learning system will change its behavior over time. 
Predicting the outcome isn’t easy because what’s correct today 
may be different from the outcome of tomorrow that is also 
correct. Skills that a tester will need for this situation are relat-
ed to interpreting a system’s boundaries or tolerances. There 
are always certain boundaries within which the output must 
fall.  To make sure the system stays within these boundaries 
the testers not only look at output but also at the system’s in-
put. Because by limiting the input we can influence the out-
put.   
 

3.2 Testing of Artificial Intelligence 

 
As demand for the rapid delivery of software increases, strat-
egies such as Agile and DevOps are already in common use. 
But how can this speed be boosted still further? The next big 
thing is testing helped by Machine Learning powered by Arti-
ficial Intelligence.  “Traditional” testing was designed for 
software delivery cycles that span months (or sometimes even 
a year). Agile has made 2-week development iterations the 
Norm. Today, the vast majority of organizations are talking 
about Continuous Testing and trying to implement it. Never-
theless, when we look into the future, it’s clear that even Con-
tinuous Testing will not be sufficient. We need help. We need 
“digital testing” to achieve further acceleration and meet the 
quality needs of a future driven by IoT, robotics, and Big Data.  
AI, imitating intelligent human behavior for machine learning 
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and predictive analytics, can help us get there. To meet the 
challenges presented by accelerating delivery speed with in-
creasing technical complexity, we need to follow a very simple 
imperative:  Test smarter, not harder.  
 
 
 
 
 
 
 
 
 
 
 

 
 
With Cognitive QA, we can enable our clients to achieve ac-
celerated and optimized quality by using an intelligent ap-
proach to QA. This leverages self-learning and analytical tech-
nologies for Predictive QA, Dashboards, Smart Analytics for 
QA, Intelligent QA Automation and Cognitive QA Platforms.   
 
This enables smart quality decision making based on factual 
project data, actual usage patterns and user feedbacks to de-
liver quality with speed in a complex connected world at op-
timized cost. 

4 TESTING OF ARTIFICIAL INTELLIGENCE 

4.1 Six Angles of quality for Artificial Intelligence 

 
The illustration below depicts the six different angles that are 
used for digital assurance and testing of modern technology 
such as Artificial Intelligence, Robotics, Machine Intelligence 
and Cognitive IT. The first two angles (Mechanical and Elec-
trical) only apply to physical robots and other smart devic-
es/machines. Methods and techniques for assurance and test-
ing of the mechanical and electrical aspects of machines have 
existed for a long time and are not particularly different for 
new technology. The third angle (Information Processing) re-
lates to traditional IT-functions and systems. The new angles 
are quality assurance for Machine Intelligence and for the 
Business- and Social impact this new technology can have. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

4.1.1 Quality Assurance & Testing for Machine 
Intelligence 

 

The main difference between intelligent machines and tradi-

tional IT-systems is that it is very hard to predict the output 

generated by AI systems. In traditional IT a tester can use the 

defined rules to predict the exact outcome and resulting status 

of the system and can compare this with the actual outcome. 

Intelligent machines have machine learning capabilities that 

will result in different outcomes if the same function is called 

at different moments in time. This demands new testing skills. 

One thing a tester can do is to define the tolerances for the 

outcome that sets boundaries between which an outcome is 

correct.    

Furthermore, it is very important to control the input. A learn-

ing machine uses its input to discover new patterns and/or 

new options. So, if we can control the input, we can also to 

some extent control the output.  

4.1.2 Business Impact 

 

The impact of intelligent technology on business processes 

and business results (such as profit) may be very different 

from the business impact of traditional IT-systems. Further, it 

can be difficult to anticipate. Still this is very important since 

the business impact or outcome is the reason for having IT 

systems.   

When robotics first came into use the companies applying new 

technology also created it themselves and thus naturally had 

an eye for all consequences. Now that new technology has 

become generally available as off-the-shelf solutions, the chal-

lenge will be how to ensure that the resulting new business 

process will provide the expected benefits to a wider market. 

Digital assurance must therefore not only be active during the 

project phase, where the new solution is built and implement-

ed, but also during the first use. This type of monitoring of the 

effect of new technology will ensure that both desired and 

unwanted effects are identified as soon as possible so that nec-

essary corrective actions are quickly taken.  

4.1.3 Social Impact 

 

Intelligent machines can have huge effect on the social envi-

ronment of its users. For example, will taxi drivers become 

unemployed because of the introduction of self-driving cars? 

But also consider the positive social effects, such as nurses 

having time to pay more personal attention to elderly patients 

because robots are there to do the basic care-taking activities, 

such as distributing the right pills or food and to clean the 
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home.   

It is hard to define tests for this type of effect. But digital as-

surance is far more than just testing. With digital assurance we 

can also observe effects in another way, such as the difference 

between old and new situations. This will require the ability to 

compare these situations and to pick up small signs of changes 

in the effects new technology has on individuals, organiza-

tions and on society as a whole.  For this, the testers will need 

skills in areas such as sociology and psychology.   

4.2 What needs to be Tested? 

 
When developing a machine-learning solution the testing task 

is a vital activity. Whoever performs this task must ensure that 

the functional and non-functional requirements are fulfilled. 

What´s changed is, that the behavior is much harder to pre-

dict. And because of the complex functioning of an AI system 

many more input values must be tested to verify a robust solu-

tion.  

Some examples of the questions we could ask when testing AI, 

are:  

 What are the acceptance criteria?  

 How can we design test cases that test those crite-

ria with minimal effort?  

 Are there different datasets for training-data and 

test-data?  

 Does the test-data adequately represent the ex-

pected data well enough?  

 Is the test- and training-data compliant with the le-

gal framework?  

 Is the training-data biased (see 3.3)?  

 What is the expected outcome of the model?  

 Is the model under- or overfitted (see 4.6)?  

 Does the solution behave unethically (see 4.6)?  

 Is the performance and robustness of the solution 

good enough? 

 

4.3 Test Objects in Machine Learning Solutions 

Machine learning solutions contain many components, just 

like classical software solutions. But the components and es-

pecially their role and properties, are different. Here is an 

overview and a brief description of the test objects in a ma-

chine learning solution:   

Dataset  

The dataset contains all data that is available for the machine 

learning solution. Often it is a company´s historical data and 

needs to be processed to be viable.  

Training data  

The training data is a subset of the dataset. This data is used to 

train the model in the development process.  

Test data 

The test data are another subset of the dataset.  It is used to 

verify, that the model works as intended. It is essential not to 

use training-data as test data because verifying whether the AI 

has learned what it needs to perform its decision-making re-

quires different data to the training data.   

Model  

The model consists of the algorithms being used, from which 

the AI learns from the given data.   

Training (phase)  

The training is the process in which the algorithm learns from 

data and makes predictions.  

Inference (phase)  

After the model is trained, it can make inferences based on the 

input data.  

Source code  

A machine learning solution has much fewer lines of code 

than the classical solutions. Nevertheless, there is source code 

which can have errors and therefore must have unit tests and 

other relevant tests.  

Infrastructure  

The infrastructure is subject to non-functional requirements, 

which must be checked and tested.  

Requirements  

The requirements in this field should be inspected carefully. 

The technology is new, so it´s possible that the expectations 

are unrealistic or outside of legal or ethical boundaries.  

Input/Output Values  

The most basic test-objects are the input- and output val-

ues. This is where the acceptance criteria are verified. The 

input values in machine learning solutions are crucial be-

cause it is unknown how the data is processed. 

 

4.4 Fitting Data 

 

Since machine learning is still new, the starting point for new 

projects is often the data. How can value be generated with 

the data? How can it be used in a machine learning solution?  

Expectations and the technical capabilities are not always the 
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same. Other questions regarding the data are of legal nature. 

After the data is collected and stored in a central database 

there must be assurances that the collection and processing of 

this data are within the legal constraints. As an example, are 

they compliant with the requirements of the Countries’ Gen-

eral Data Protection Regulation. In the development phase, 

statistical quality aspects of the data become relevant, especial-

ly in combination with the chosen model. How good is the 

data quality? Are the predictions accurate and precise 

enough? These quality aspects are incorporated in the devel-

opment phase. 

5 AI QUALITY ENGINEERING SKILLS 

5.1 Why do we need new skills? 

A software Tester has experience in how to test software using 

different guidelines and test approaches. For professional and 

structured testing, there are standard certifications that are 

around for a long time, such as ISTQB. And other certifications 

in the fields of Agile, Requirements Engineering and Mobile 

testing are also valuable to a tester. But now the skill set will 

need to further grow as AI plays an increasingly major role.   

Testing of AI embraces machine learning, mathematics & sta-
tistics, Big Data analysis and much more. The team needs to 
have many of these skills (discussed further below in detail) to 
successfully carry out their AI-related testing tasks. 

 

5.2 How to use the existing skill sets to attack the new 
challenges 

There are a number of well-known and established test design 

techniques and practices that can still be applied in this new 

era of testing. Patterns and models to which known skills and 

techniques can be applied are evident in this modern AI-led 

landscape. So, we believe that the same solid base of testing 

knowledge already residing in the test operation still applies.  

The vision on this is supported by the fact that in other recent 

developments in IT, such as the rise of DevOps approaches, 

also many people are educated in the basic testing skills, for 

example the activities, for Planning, Control,  Preparation, 

Specification, Execution, Completion and Test infrastructure. 

When testing new technology, including Artificial Intelligence, 

we still need to organize these basic testing activities. Natural-

ly, there will be some different approaches for several activi-

ties, but the profession of testing does not change dramatically 

just because there is a new kind of system under test.  Of 

course, building on top of the well-known skills mentioned 

above, new skills will have to be acquired to be able to effec-

tively test systems that include machine intelligence. 

5.3 New Skills needed for AI Quality Engineering 

To ensure quality in a machine learning project, the team’s AI 
Quality Engineering needs an extended set of skills. On Top of 

the above-mentioned skills from ISTQB, the team should have 
expertise in A/B testing and metamorphic testing, amongst 
other techniques that have gained new importance.  Strong 
programming skills in the most prominent machine learning 
languages, such as Python, Scala, R, Spark, are required, as 
well as in languages such as Go and C++, and with open-
source software libraries like Tensorflow. This isn’t just about 
understanding the developed software, but is also about creat-
ing a custom toolset for specific tests. These skills need to be 
extended by a strong understanding of the new technologies: 
machine learning, Big-Data and cloud computing.  Strong 
mathematical skills, especially in statistics, calculus, linear 
algebra and probability are the core to understanding machine 
learning. Knowledge about computer-hardware-architectures 
is crucial to determine the performance of a chosen model.  
Disciplines that used to be irrelevant for IT projects now gain a 
strong foothold in the world of AI. Biology, economics, social 
science and psychology have many use cases for the data sci-
entist. Knowledge in these fields will be helpful. Philosophy 
and ethics also increase in importance when we create a new 
world with intelligent software.  And as soon as physical ro-
bots become involved too, team members need additional 
skills in the field of mechanics and electronics. 

5.4 How to test Machine Intelligence? 

Since machine learning solutions are quite new, experience in 

this field is scarce. Nevertheless, AI Quality Engineering has to 

formulate or evaluate complete and strong acceptance criteria 

that verify the outcome. The outcome is determined by the 

input data and the trained model. Testing those is the core 

activity.   

A/B testing  

To test the end-user experience, many big software companies 

use A/B testing. They deliver two different versions of their 

software and test the user’s reaction. This approach is based 

on the scientific method and should be utilized when develop-

ing AI capabilities. 

Testing the input values 

This is where AI Test Engineering has to be creative and dili-

gent. Different kinds of input values can lead to expected and 

unexpected behavior. The input values are relevant for the 

functional integrity, security, robustness and performance, as 

well as of how the data is processed – in the present and in the 

future.   

Feeding specific input data to see how the AI learns  

Different kinds of input values can lead to expected and unex-

pected behavior. An AI-system keeps on improving the more 

data it collects. An AI tester could try to spoon-feed the AI 

with specific data to change its behavior, for example by mak-

ing a “ticket selling AI” lower the prices as much as possible. 

Depending on the project’s goal, this can have serious conse-

quences. AI test engineering could even apply another AI to 
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interact with the “ticket selling AI”, with the goal of finding 

weaknesses.   

Metamorphic testing 

Metamorphic testing is a software testing technique that at-

tempts to alleviate the test oracle problem. A test oracle is the 

mechanism by which a tester can determine whether a system 

reacts correctly. A test oracle problem occurs when it is diffi-

cult to determine the expected outcomes of selected test cases 

or to determine whether the actual outputs accord with the 

expected outcomes.   

Testing the nonfunctional requirements  

Non-functional requirements like performance, security and 
privacy gain significance under the veil of the new technol-
ogies. They must be addressed and tested in different ways. 
The AI quality engineer has to be able to address and test 
them in proper manner. This includes a strong understand-
ing of the underlying hardware. 

5.5 Security Issues regarding AI 

Since machine learning is part of the information technology, 

it is exposed to hackers. It is a new field, but there are already 

some security issues which should be considered and old ones 

which shouldn´t be ignored.   

Data poisoning It is possible to manipulate the training data to 

teach a machine learning model something that the attacker 

wants to. When that succeeds, the model will make predic-

tions that the attacker intends. This can have serious conse-

quences.  

Adversarial examples  

The input values for a model can be manipulated in a way 

which leads to wrong predictions. For example, you see on the 

picture a mug but the machine learning model classifies it as a 

skyscaper. The reason is, that the noise in the middle was add-

ed. 

 

         “Mug”    “Noise”          “SkyScrapper” 

63.4% Confidence         9.3% Confidence    99.2% Confidence 

A human eye does not see any differences, but the machine 

does. Self-driving cars that rely on the right classification of 

their environment could be negatively influenced by this type 

of attacks³.  

These are just two examples of new attacks against systems 
that use machine learning. It is expected that there will be 
more. 
 

5.6 Privacy, Big Data and AI 

Data is the fuel of the new AI engines. Today there is more 

data collected than ever before. This data is not only collected 

from computers, but also comes from mobile devices and the 

Internet of Things (IoT). This includes financial, positioning, 

health and behavioral-data. The new flood of data, combined 

with national laws, customer preferences, hackers, state intel-

ligence, industry standards and competitors all over the world 

make questions about privacy and ethics very urgent. The 

consequences of the answers can be far reaching.  The next few 

paragraphs provide some examples of these challenges.  

Findfaces and VKontake   

Findface is a new facial recognition service that uses a photo-

graph of a person to find information about them. This service 

searches the internet, but gets most of its data from VKontakte 

– a competitor of Facebook.  

Live face recognition   

Pictures taken by a video-camera can be used in real time to 

find other information about that person.  This camera was in 

a train-station in berlin. There are several startups which use 

machine learning to find out more about a person’s mood.   

Filter-bubble  

By delivering customized news or content, internet companies 

created what’s known as the filter bubble. One person’s views 

are enhanced, and others just ignored. This environment con-

tains danger, such as fake news and supports radical views.   

Sexism and Racism   

There are several computer programs, based on machine 

learning, which reproduce or even enhance unwanted behav-

ior, including racism and sexism. One reason for this is socie-

tal prejudices that can be found in the existing data. AI-

solutions take that data and learn from it.   

Data can be breached  

Data breaches occur. That’s a fact. This gives hackers access to 
sensitive security information, such as that contained in email 
attachments, which should not be there in the first place.  Pri-
vacy considerations now have a bigger scale and impact. They 
should be handled carefully, not only because of the social 
responsibility, but because legislation, like GDPR, must be 
complied with. 
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5.7 Monitoring the Input of the AI 

In 2016 a new chatbot started to express fascist ideas, causing a 

lot of concerned comment. The owner of the chatbot was quick 

to take the chatbot offline. Investigation showed that people 

had deliberately supplied ultra-right texts to the chatbot and 

the machine learning algorithm simply did as it should: it 

learned based on its input. So, the chatbot itself wasn’t wrong; 

the trouble came through the input.  Thus, we can clearly see 

this as part of digital assurance.   

The first step of any AI-project is to see how the machine 

learns and how it reacts to certain types of input. Based on 

this, the learning algorithm’s behavior can be influenced so 

that the learning is improved. 

The second step, during live operation, is to monitor the actual 

behavior of the learning machine and to see whether its output 

stays within boundaries that were set up-front.   

As well as monitoring the results, it is equally important to 

monitor the input and to see whether this stays within toler-

ances for normal input. Since the input for chatbots and simi-

lar systems can be massive, machine intelligence could be ap-

plied to support the monitoring activity. Of course, in this sit-

uation we must all be aware that we use one system with an 

unpredictable outcome to monitor another system with an 

unpredictable outcome.   

When working on controlling the input, the tester has to ob-

serve the effects of both overfitting and underfitting in ma-

chine learning – see below.   

Underfitting data Underfitting refers to a model that can nei-

ther model the training data nor generalize to new data. An 

underfit machine learning model is not suitable and this be-

comes obvious in the poor performance of the training data. 

Underfitting is easy to detect given a good performance met-

ric. The remedy is to move on and try alternative machine 

learning algorithms. Nevertheless, it does provide a good con-

trast to the problem of overfitting.   

Overfitting data Overfitting refers to a model that models the 

training data too well. This happens when a model learns the 

detail and noise in the training data to the extent that it nega-

tively impacts the performance of the model on new data. This 

means that the noise or random fluctuations in the training 

data is picked up and learned as concepts by the model. The 

problem with this is that these concepts do not apply to new 

data and negatively impact the model’s ability to generalize.   

Overfitting is more likely with non-parametric and non-linear 
models that have more flexibility when learning a target func-
tion. As such, many non-parametric machine learning algo-
rithms also include parameters or techniques to limit and con-
strain how much detail the model learns.

6 CONCLUSION 

We’re fast approaching a time when even “Continuous Test-

ing” will be unable to keep pace with shrinking delivery cycle 

times, increasing technical complexity, and accelerating rates 

of change. We’re already starting to use basic forms of AI, but 

we need to continue the testing evolution to achieve the effi-

ciency needed for testing of robotics, IoT, and so forth.   

We need to learn how to work smarter, not harder. Ensuring 

quality in an era where software will be processing an unim-

aginable number of data points in real time, for example on 

the Internet of Things and while literally driving “self-

driving” cars, has become non-negotiable.   

As more and more Artificial Intelligence comes into our lives, 

the need for testing both OF and WITH AI is increasing. Take 

the self-driving cars as an example: if the car’s intelligence 

doesn’t work properly and it makes a wrong decision, or the 

response time is slow, it could easily result in a car crash and 

put human life in danger.   

Companies are clamoring for employees who can take huge 

amounts of information and analyze it for insights. The de-

mand for people skilled in Artificial Intelligence, data analysis 

and machine learning in 2017 has significantly increased. Pro-

gramming languages such as R, Python, SAS, Scala, Go and 

C++ have gained in importance faster in 2017 than in the last 

few years. And new machine intelligence libraries like Tensor-

flow have been introduced.   

We have discussed the skills needed to cope with new AI and 

machine learning tasks in the context of quality assurance. It is 

clear that it’s not just about testing: it is far more than that. It 

might not be easy finding associates to create the cross-

functional teams with all the required skills. So, it’s time to 

rethink and start investing in employees to learn and polish 

their existing skills and develop the new skills needed.   

As a conclusion, the following summarizes the so called “must 

have” skills and knowledge-sets for testing in this world of AI, 

machine learning and robotics:   

 Educational background in software engineering, in-

formatics, applied statistics or comparable field   

 Experience in implementing analytical solutions us-

ing programming languages, such as R, Python, C++, 

Java and more, for solving analytics problems within 

engineering   

 A deep understanding of statistical and predictive 

modeling concepts, machine-learning approaches, 

clustering and classification techniques, and recom-

mendation and optimization algorithms   

 Ability to define key business problems to be solved, 

formulate mathematical approaches, and gather data 
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to solve those problems, develop, analyze/draw con-

clusions and present   

 A keen desire to solve business problems, and to find 

patterns and insights within structured and unstruc-

tured data   

 Insight into the six angles of quality for AI and how 

these impact the testing activities  

 Able to propose analytics strategies and solutions that 

challenge and expand the thinking of everyone 

around them   

 Data analytics capabilities  

 Complete understanding of quality assurance 

throughout the software development lifecycle   

 Strong knowledge of diverse test varieties like unit 

testing, system testing, system-of-systems testing, re-

gression testing, performance testing, security testing, 

etc.   

 Good knowledge of testing methods, strategies, busi-

ness processes, testing tools and test automation 

 Good understanding of computer chip architecture 

and its impact on the performance on different ma-

chine learning approaches. 
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